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ABSTRACT

The Stream Control Transmission Protocol (SCTP)
1s a new Internet standards track transport layer
protocol. SCTP was designed to transport PSTN
signaling messages over IP networks, but SCTP is
also capable of serving as a generalized transport
protocol. As such, SCTP provides an alternative to
the traditional transport protocols, TCP and UDP,
that may be better able to satisfy the requirements of
future battlefield networks.

Unlike traditional transport protocols, SCTP allows
multiple streams of messages within a single con-
nection (or, in SCTP terminology, a single associa-
tion). As the results in this paper show, this ability
is particularly helpful in reducing latency for stream-
ing multimedia in high loss environments. @

1 INTRODUCTION

The future battlefield environment will include mo-
bile ad-hoc and wireless sensor nodes which deliver
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streaming real time multimedia to end users. Tra-
ditional transport protocols are not well suited to
the relatively high loss rates of battlefield networks.
New protocols which are designed to handle flexible
service requirements can offer better QoS tradeoffs
for future army networks.

Previous work has shown that traditional transport
protocols, such as TCP and UDP, are less robust
to packet loss than protocols incorporating partial
order and partial reliability [2]. Previously, partial
order and partial reliability were only implemented
in experimental protocols. However, the telecom-
munication industry is strongly backing a new inter-
net standards track protocol, SCTP (RFC2690) [4],
which incorporates partial order and has extensions
for partial reliability in the Internet Draft stage.

Section 2 provides an overview of SCTP. The mer-
its of a partially-ordered service will be covered in
Section 3. Section 4 presents results from previ-
ous study of partially ordered vs ordered service.
These results indicate the nature of the expected
performance gains SCTP may be able to provide.
Section 5 will end the paper with some concluding
remarks and ideas for future work.

2 SCTP OVERVIEW

The Stream Control Transmission Protocol (SCTP)
is a reliable transport protocol operating over a
connectionless packet-switched network, such as IP.
SCTP emerged from the need for telecommunica-
tions companies to manage SS7 applications and



services over an IP infrastructure. SS7 is a pro-
tocol suite for managing PSTNs and other telecom-
munication networks. The upper layers of SS7 are
designed to operate over a circuit-switched control
channel of the industry’s TDM phone system net-
work. Therefore, SCTP is oriented towards provid-
ing connection-oriented reliable message streams be-
tween communication endpoints.

While SCTP was originally designed for signaling
transport, and much of the current work on SCTP
in the IETF is centered around this application, the
protocol designers recognize that the protocol is ca-
pable of broader applications [4]. Therefore, it is im-
portant to compare SCTP’s transport services with
that of UDP and TCP.

UDP is an unreliable, yet fast connectionless data-
gram service. Delay sensitive messages find UDP
suitable in that regard, but many applications can-
not tolerate the lack of ordered delivery, loss recov-
ery, duplicate detection, congestion control, and flow
control.

Contrasting UDP, TCP does provide a reliable
transport service with all the lacking features of
UDP. However, many applications find TCP too re-
strictive. Some of the drawbacks of TCP which users
have wanted to bypass are as follows.

e TCP is byte-stream-oriented, which means that
applications are responsible for tracking mes-
sage boundaries and using the push mechanism
to ensure messages are transferred in reasonable
time.

e TCP is ordered. Strict order-of-transmission
data delivery is a restriction for some appli-
cations . Many times unordered or partially
ordered data delivery is sufficient for the ap-
plication’s needs. For such applications, TCP
causes unnecessary delays due to its head-of-
line blocking.

e TCP does not transparently support multi-
homed hosts.

e TCP is vulnerable to denial of service attacks,
which makes it a risky protocol to use in mission
critical applications.

e TCP does not give applications control over
protocol parameters, but this may be neces-
sary for some applications to have their specific
needs met.

As a result of TCP’s limitations, customized proto-
cols have been built over UDP to provide the fea-
tures needed. This creates much unnecessary work
in the form of duplicate effort. Many application
developers find themselves wasting energy and re-
sources developing new protocols to fit their specific
transport needs which could not be met by UDP or
TCP.

SCTP attempts to enhance the services of UDP and
overcome the limitations of TCP. SCTP is a reliable
message-based connection-oriented transport proto-
col, which according to [4], provides the following
services:

e acknowledged error-free non-duplicated trans-
fer of user data,

e congestion avoidance behavior,

o sequenced delivery of user messages within mul-
tiple streams ° (i.e., partially-ordered data de-
livery), with an option for order-of-arrival de-
livery of individual user messages,

e data fragmentation to conform to discovered
path MTU size,

e optional bundling of multiple user messages
into a single SCTP packet,

e network-level fault tolerance through support
of multihoming at either or both ends of an as-
sociation, and

e resistance to flooding and masquerade attacks.
In this paper, we will focus on the feature of

partially-ordered data delivery. The next section
will explain the benefits of such a service.

*The term stream is used in SCTP to refer to a sequence
of user messages that are to be delivered to the upper-layer
protocol in order with respect to other messages within the
same stream. This is in contrast to its usage in TCP, where
it refers to a sequence of bytes. [4]



3 BENEFITS OF
PARTTALLY-ORDERED SERVICE

Since traditional protocols (UDP and TCP) offer
only the extremes (unordered and strictly ordered
service, respectively), then application developers
with needs in between these extremes are faced with
a dilemma. If TCP is chosen, unnecessary perfor-
mance penalties must be paid. On the other hand,
if UDP is chosen, then developers must build their
own transport protocol over UDP to provide the ex-
act services that are needed.

A flexible transport protocol offering a partially-
ordered service is ideal for applications that need
flexible control over the ordering of individual ele-
ments. Such a service is essential for balancing var-
ious QoS parameters, and to avoid having to imple-
ment a custom protocol for each new application.

Through analysis and simulation, we investigated
the benefits of a partially-ordered service, and found
that such a service could provide improvements
in throughput, delay, and buffer utilization for a
normalized time-scale [7, 8, 9]. Later, the devel-
opment of an innovative transport protocol that
provides a partially-ordered service (POCv2) and
an application which uses the protocol (ReMDoR),
demonstrated that the theoretical advantages of a
partially-ordered service claimed in previous work
can be achieved in practice [2].

Early in 2000, serious work began on the new proto-
col SCTP, which also incorporates features of partial
order. Thus, SCTP provides a capability very simi-
lar to the stream capability proposed within POCv2.
However, SCTP provides a restricted form of partial
order service. While SCTP does not allow for com-
plex partial orders, as does POCv2, one can imag-
ine implementing a thin layer on top of SCTP that
would result in a protocol equivalent or nearly equiv-
alent to POCv2’s partially-ordered service.

4 EMPIRICAL RESULTS

Reference [2] includes extensive results from sixteen
experiments comparing the performance of multi-
media document retrieval over reliable transport ser-
vices providing unordered, partially-ordered, and or-
dered delivery. In this section, we present results
from one of these experiments that highlights the

kind of benefits we expect to be obtainable from
SCTP.

Experiment R1 from [2] compares ordered/reliable
service to partially-ordered/reliable service for re-
trieval of a document with eight images presented
in parallel. Experiment R1 uses the standard GIF
compression technique rather than a specific net-
work conscious compression technique [5, 6]. The
GIF format requires ordered/reliable delivery for
each image, so unordered service cannot be used.
However, partially-ordered service can be used be-
cause the data for each image can be interleaved
in eight parallel streams. This experiment uses the
ReMDoR application [1] in addition to the UTL and
Lossy Router tools developed by the Protocol En-
gineering Laboratory at the University of Delaware

[3].

The hypothesis for this experiment is that for all loss
rates > 0%, partially-ordered/reliable (PO/R) ser-
vice provides, on average, better progressive display
for parallel GIF images than ordered/reliable (O/R)
service. For practical reasons, it is necessary to re-
fine this hypothesis somewhat. It would be absurd
to evaluate the gain at very low loss rates (< 1%).
For very low loss rates, the gain will be so small as to
be insignificant for all practical purposes. It would
be equally absurd to evaluate PO/R service vs O/R
service at loss rates approaching 100%. At these loss
rates, the performance of both services would be un-
acceptable. So instead of trying to characterize the
gains of partial order over the entire range of loss
rates between 0% and 100%, we focused on a few
loss rates, and on the trend in performance as the
loss rate increases.

Due to space limitations, this paper will present only
a subset of the experimental results of R1, which we
will refer to as Experiment R1.1. Experiment R1.1
illustrates the performance of the PO/R service pro-
vided by the R2E protocol versus the O/R service
provided by the T2E protocol ¢.The performance
comparison is done over a PPP connection of 9.6
kbps with a 10% loss rate. Figure 1 shows an aver-
age performance graph for Experiment R1.1. From
this graph, we conclude that this set of experimental

“There are several reasons explained in [2] why these two
particular services were chosen from among the dozens avail-
able in UTL.
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Figure 1: Performance graph: Experiment R1.1
(9.6kbps PPP link at 10% loss)

data supports the hypothesis stated above.

In addition, the results of the complete Experiment
R1 presented in [2] show the following:

e At 0% loss, R2E and T2E have virtually iden-
tical performance.

e While both R2E and T2E experience worse per-
formance as the loss rate increases, the perfor-

mance of R2E degrades more slowly than that
of T2E.

e At nearly every point in time, on average, R2E
provides more data (show both in bytes and
pixels) to the end-user.

To provide an end-user perspective, Figure 2 shows
the difference between R2E and T2E performance
at a few sample points for 10% loss. As can clearly
be seen, at each of these points, partially-ordered
service provides better performance than totally-
ordered service. While human factor studies (which
we suggest as future work) would be necessary to
establish this scientifically, we hypothesize that the
initial delivery of at least a few pixels will prove
to be highly correlated with user satisfaction. See-
ing at least some progress provides hope to the user,
while seeing a screen that does not change for a long
period of time (especially a blank one) can be dis-
couraging.

5 CONCLUSION AND FUTURE WORK

Previously, the merits of partial order were theoreti-
cal advantages proven by analytical models and sim-
ulation only. The results in this paper show, how-
ever, that applications requiring such a transport
service do actually achieve the benefits in practice.
Until recently, partial order has only been imple-
mented in experimental transport protocols for re-
search purposes, but the telecommunication indus-
try is now interested the new and upcoming trans-
port protocol which supports partial order, namely
SCTP.

The PEL researchers of the University of Delaware
in collaboration with Temple’s NetLab researchers
are investigating SCTP. We plan to evaluate the
performance of SCTP when used for streaming real-
time multimedia and other partial order benefiting
applications. Our goal is to develop an integrated
multimedia transport protocol to fit the needs of fu-
ture army networks.
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Figure 2: Screenshot: Experiment R1.1 (9.6kbps PPP link at 10% loss)




